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x. Introduction

The Active Well Coincidence Counter (AWCC) is a
relatively inexpensive ($50K) instrument for monitoring fissile
materials .1-7 currently, SRL/SRP relies heavily on the more
expensive ($500K) Cf shuffler in 300-Area for such interro-
~ation.8-9 Because the AWCC provides a quick non-destructive
assay, it also has advantages over other methods in use, such as
mass spectroscopy. Thus , the FAB lab has coordinated recent fea-
sibility studies on the AWCC. These follow earlier studies on
billet samples at 300-Area5~10~11, and include: (1) U308
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i powders received at the FAB lab12r (2) two low-mass uranium
standards provided by New Brunswick Laboratories13-14, and
(3) scrap can samples from 300-Area15-16. These samples

. ranged from o to 7 Kg in 235U. It was desirable to see
whether the AWCC could make assays to 1% accuracy.

The AWCC, developed at LASL, uses two AmLi sources to
produce fissions in a sample with uranium. The resulting fission
neutrons are detected in coincidence at a rate governed by the
amount of 235U in the sample. The count rates provide
235U assays with statistical accuracy to <1%, in less than an
hour of counting, but systematic errors require examination for
complete appraisal.

This study emphasized the AWCC capabilities for the
owder samples, which ranged up to 12 Kg in mass and 93%

~~”g’3?u enrichment. In particular, it was desired to (1)
identify and correlate the sample parameters which were sensitive
to count rate, and (2) appraise the reliability of measurements
with the AWCC.
235U,

For the other types of samples, which had less
the projected measurement errors were much larger than

1%, and detailed parameter tests were not performed.

II. Summary

These studies demonstrated an AWCC measurement capability
accurate to ~2% at 95% confidence level, for Kg amounts of
235u in U308 powder. This performance corresponded to
count times of 2000 sec. A careful study of the measurement
errors projected that the accuracy may be improved to 1% with
suitable controls. The demonstrated accuracy was considerably
worse for samples having <1 Kg 235U. Also, the scrap sample
measurements may have been affected by sample inhomogenieties.

A good empirical fit to the U308 powder data was
obtained and could be interpreted physically. This indicates that
Monte Carlo5,17 calculations for the AWCC could be used to
reduce the effort required for producing AWCC calibration data.

III. Experimental Aspects

A. AWCC Description

I The AWCC measures the amount of 235U in a
sample by monitoring the fission rate induced by two AmLi (a,n)
neutron sources. Each source has 0.71 gm 241AM and produces
1.7X105 n/sec.~8 A block diagram of the instrumentation is
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., shown in Figure 1. Detailed information on the AWCC ia avail-
able.1~3

. The sample is placed in a central cavity of a 19”
diameter by 24” high polyethylene barrel. The two AmLi sources
are situated just above and below the sample so that the sample is
irradiated reasonably uniformly with fast neutrons. Cadmium
shielding about the sources, as shown in Figures 2 and 3,
reduces non-uniform sample irradiation by thermal neutrons.
In addition, an annular nickel reflector about the center of the
cavity enhances the more penetrating irradiation of fast neutrons
in the sample. The n-irradiated sample produces fissions which
release several neutrons per a single fission. These fission
neutrons are correlated per a given fission; thus, detection of
two or more neutrons in coincidence yields a measure of the
fission rate or 235u content.

The neutrons are detected by 42 3He detectors
which are located in an outer annulus of the polyethylene barrel,
as shown in Figure 1. Each detector has 1 in. diameter and 20 in.
length. Cadmium shielding about the inner and outer surfaces of
the detector annulus reduces the neutron background from the AmLi
sources and the room, and thus helps reduce the random coincidence
background from these effects. The polyethylene within the
detector annulus helps thermalize the fission neutrons so that the
3He-detector efficiency is enhanced.

The detection electronics is also shown in Figure
1. A single high voltage (1500 V) supply is connected to all 42
3He detectors.. The detector outputs are ganged in 6 groups of 7
detectors each. Each detector group has its own preamp,
amplifier, and level discriminators, so that the effects of pileup
are reduced. The shorter duration discriminator output pulsea of
each group are passed through an OR gate and then into a
shift-register coincidence counter (SRCC) .3,19 The SRCC
electronically stores, in a special counter, each neutron pulse
for a time interval (64 P see)* for which most real (fission)
coincidences should occur. In addition, each neutron pulse
strobes this counter just before its storage in counter and then
w1OOO p sec after its departure from counter. The immediate
strobe obtains the real (R) plus random (A) coincidence in the
counter, while the delayed strobe obtains only the random
coincidences (A) in the counter. The accumulated R+A and A for a
given count time t, as well as the total neutron count T, are
tallied by a microprocessor. After counting, the data in the
microprocessor are passed to a HP-97 programmable calculator.

* The maximum total count rate is usually < l/64u “sec or
15,000/sec
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~r:~;; ~hen C.lCulates T, R+A, A, t, R and asociated counting

B. Samples

U70R Powder Samples The U308 powder samples ranged from
2 kg to 12 kg, with 235u enrichments from 0.17% to 93%, as

sumarized in Appendix Tables A.1-A.412. Various of these
samples were contained in three different types of steel cans.
Dimensions for these cans and the corresponding AWCC counting
geometries are given in Figures 2 and 3.

Scoping studies used the AWCC geometry of Figure 2.
Either oxide storage cans (OSC) or #10 cans contained the sample.
Each OSC container had a polyurethane top and was enclosed in a
polyethylene bag. Each #10 can was sealed with a metal lid and
thus required no outer polyethylene bag; however, the U308 was
contained within a polyethylene bag inside each can. Data
obtained for these samples are detailed in Appendix Tables A.1
and A.2.

The detailed studies used the AWCC geometry of
Figure 3. Only #10 cans were used in this case. Each #10 can had
a polwrethane top and was enclosed in a polyethylene bag. NO
polyethylene bag was used inside the can. Five #10 cans with
12.00 Kg of U308 of different enrichment were prepared and
counted in the AWCC. Then 2.00 Kg from each of these cans were
placed in five additional #10 cans, whereby cans of 10.00 Kg and
2.00 Kg were counted. Similarly, these cans were remeasured for
8.00 and 4.00 Kg samples and finally, for 6.00 Kg and 6.00 Kg.
This procedure resulted in the data summarized from detailed data
in Appendix Tables A.3 and A.4. in Table I. The 6.00 Kg samples
were counted repeatedly, on various days, to yield detailed
information on measurement reproducibility. A 12.00 Kg depleted
sample was also counted.

New Brunswick Samples The two New Brunswick Laboratory
samplesL5-J4 each had a net weight of 950 gm, contained in a
3 3/8’’-diameter X 8“ tall polypropylene can. One sample had no
235u and the other had 125.35 gm of 235U of a total of
134.78 gm U, as indicated in Appendix Table A.5. Each sample was
counted, using the AWCC geometry of Figure 3.

t An RS-232 output is also available on the microprocessor.
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300-Area Scrap Samples The scrap uranium samPles15-16 were
300-Area “floor sweepings.” In all, there were six samples
ranging from 140 to 420 gm of 235U, as shown in Appendix
Table A.6. Each of these samples was contained in a “short” #10
can* and counted in the AWCC geometry of Figure 3.

I

c. Measurement Techniques

Before introducing any sample into the AWCC, the
instrument settings described in Section 111A were confirmed.
Upon daily power up, the AWCC measured (1) the background to check
that it was zero within statistics, and (2) a U308 sample
counted previously to confirm that the AWCC was calibrated
consistently.**

Each sample was counted for at least two 500 sec
intervals to check that instrument drifts were insignificant with
respect to the counting statistics. Such drifts can be caused by
temperature/humidity, line voltage, and similar effects. Efforts
were made to minimize these. Each U308 sample in the scoping
measurements was counted for at least two 500 sec consecutive
intervals, and all other samples were counted for at least four
500 sec consecutive intervals.

IV. AWCC Appraisal Studies with UqOR Powders

A. Preliminary Scoping Studies

Initial tests with U308 samples in #10 and OSC
cans, counted in AWCC geometry of Figure 2, were useful in de-
fining parameters sensitive to neutron count rate R. It would
have been ideal if R were directly Dro90rtional to the mass of

.

u-235, or
. . .

R = c~m

* About 1“ shorter than #10 can in F.
metal seal top (no polyurethane).

(1)

gure 2, and having a

** During operator breaka, power down/up occurred sometimes
during the day
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. The scoping measurements (tabulated Appendix Tables A.1 and A.2) for
the #10 and OSC samples show that equation (1) is approximately
correct, as indicated in Figure 4. However, when plotting these.
results as R/m = C’ vs. m, as shown in Figure 5, C’ is seen to be a
decreasing function of m. This implies that larger amounts of U-235
have more self-shielding relative to the AmLi neutron sources, which

I in turn reduces the fission rate per Kg of U-235 (or effectively,
R/m ).

Further examination of Figures 4 and
various data for these plots deviate significantly
average curves that represent the overall trends.
uniform trends did exist for points having similar
as indicated in the figures. Thus , in addition to
dependence, C’ is also dependent on e. Therefore,

R = C’(m,e)m

5 indicates that
from any smooth
However,
enrichment e,
the m
we can write

(2)

It should be noted that a different C’(m,e) will result for
different types of U308 containers in general, although no
measurable effect was observed in these scoping studies. C’(m,e)
may also depend weakly on the U isotopics other than U-235, but
these were not isolated in the present studies.8 Thus, we
proceed to examine the m and e dependence alone.

For an unknown sample, the enrichment
usually be known; however, the total mass M of U308
determined by weighing. Furthermore, because

e = a(m/M) = af
where

a = U308 mol Wt/U3 mol Wt

f = m/M

C! = Cr(fM,af) = C(M,f)

-or-

R = C(M,f)m = C(M,f)Mf

e will not
may be

(3)

we may write

(4)
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bv measurina R and M. we can calculate f to obtain m = Mf,
J provide~ that C(mjf) has been established from calibration studies.

The detailed studies that follow were aimed at appraising
whether equation (4), deduced via the above scoping studies, can
be usefully defined for AWCC determination of u-235 in U308
powders.

B. Detailed Calibration Studies

Measurements fOr SampleS of known U308 and enrich-
ment in #10 cans were designed to establish how well equation (4)
could be calibrated. Cans with M = 2.000, 4.000, ------ , and 12.000
Kg of U308 and with f = 0.329, 0.411, 0.494, 0.578, and 0.646
were studied. A can with depleted U308 (M=12.00, f=O.0014) was
also studied. The data for these measurements are given in Table I
(see App ndix Tables A.3 and A.4 for details).
geometry~ and R vs. m results are given in Figur~~3A~~ ~?nk~g
results compare reasonably with those from the scoping studies shown
in Figure 4. The results that test equation (4) directly are shown
in Figure 7, where R vs. f is given for each M.

The smooth curves in Figure 7 are fits to the data and
are given by

R = 153.3(1+1.214e
-f/O.278

)(1+0 .535e-M/3-28)MF (5)

where
R is in counts/see
M is in Kg
f is unitless

In addition, it is seen that equation (5) is equation (4) with

C(M,f) = 153.3(1+1.214e ‘f/0”278)(l+0.535e -M/3.281
(6)

Equation (6) for C(M,f) was deduced by examining the measured
C(M,f) = R/Mf values summarized in Table II. The data suggest
that C(M,f) has a functional form of cl(M)c2(f).tt To deduce
the best representation of c1(M) and c2(f), the C(M,f) data were
combined into the averages,

c1(M) = C(M,~, average of 5 f-cases for each M
c2(f) = ~,f), average of 6 M-cases for each f

I .

t This geometry was somewhat different from that of Figure 2,
because the polyurethane lid was included.

** By contrast, C(M,f) was shown to be poorly represented by a
functional form C(Mf) = C(m).
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data are plotted in Figures 8
expressions:

cl(M) = 187.7 (1+0.535e
-M/3.28)

c2(f) = 168.9 (1+1.214e -f/0.278,

(6a)

The constant factors in front of these expressions are dependent on
the f or M values included in the averages, but the relative M or f
dependencies given by the second factors are independent of the
averaging method. Thus , we may write

C(M,f) = Co(l+l.214e-f/0.278)(1+0 .535e-M/3.28)

-or-

Co = C(M,f) (6b)

(1+1.214e-f/O.278) (1+0.535e-M/3.28)

BY calculating a Co fo~ each of the 30 (M,f)-cases, as shown in
Table III, an average Co = 153.3 ? 0.4 was obtained.

The individual Co values are distributed about to with a
standard deviati~n of 1.4%. As shown in Table IV, over half of the
Co deviate from Co by <1%, but several larger deviations (max of
2.9%) tend to raise the overall standard deviation. It is suspected
that some of these larger deviations are associated with instrument
instabilities+, which may be reducible. Upon close ex~mination,
one should recognize that the %-deviations of Co from Co are
also the corresponding %-deviations between the measured R values
and those obtained with equation (5).

The nature of equation (5) suggests some theoretical
dependencies that might be refined b
Carlo calculations.5~17 To a large ~e~~~~~”?h~r~~~;?r;a?~ ??;e
proportional to the 235u mass m = Mf. However, this mass is
shielded from neutrons by a factor of (1+1.214e-f/O.278) due
to enrichment effects and a factor of (1+0.535e-M/3.28) due
to overall mass M. The exponential term in each factor is
probably associated with the thermal neutron flux attenuation.
The other term is constant (unity) and thus, is probably
associated with the fast neutron flux, which is only weakly
attenuated. Although the above two-group neutron flux treatment
yielded a good model for R, as given by equation (5), a multi-
group analysis might improve the curve fitting. A correction for
isotopic effects on count rate could be included also.

T Instabilities caused by temperature-humidity conditions,
power line fluctuations, etc.
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Possible isotopic effects may have been observed in the depleted
U308 sample, where the observed count rate of 20.4ti.8/sec is
noticeably larger than the 5.9 c/see predicted by equation (5).

c. Reliability of the Method

The reliability of measuring 235u mass m with
the AWCC was appraised in terms of the precision and accuracy of
the R measurements. The detailed analysis involved numerous
measurements fOr #10 cans containing M = 6.000 Kg of U308
powder. Also , the agreement of R measurements with the predic-
tions of equation (5) are used.

The precision was examined for errors caused by counting
statistics and sample distribution. The results for the M = 6.000
Kg series of measurements (distributed over one month) are given
in Figure 10. Data related to the comparison with equation (5)
are given in Table IV.

lOa, the standard deviation of R due to counting
s compared with the total standard deviation
as

~T =

where

E
n

Agreement

] E (R-R) 2/n-l (7)
n

= average of R-measurements
= number of R-measurements

between uT and us is reasonably.good, suggesting
that countinq error is dominant in the uresent measurements.?
For one case; aT was Significantly larg=r than 0s; however,
removing one deviant set of measurements resulted in much better
agreement for this case. A detailed analysis of these measure-
ments, relative to confidence levels, is given in Table V and
Appendix Table A.4. The average ~T error in R was 0.69%, yielding
a 95% confidence level error of 1.35%. The corresponding average
us error is 0.57%, yielding a 95% confidence level error of 1.12%.
The 1-u error, excluding counting statistics, is given by

t R was measured with 2000 sec count times. For sufficiently
longer count times, us may decrease relative to uT.
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which would be z UT for count
2000 sec. This Go represents the ultimate

precision one might expect from these studies.

In Figure 10b, two separate series of measurements, labeled E
and F, are compared. As each separate series involved measure-
ments for identical samples (same M and f values) , taken under
similar conditions, these results were used to appraise whether E
and F fluctuations are correlated with laboratory conditions. In
Figure 10b, the suspected correlated E and F valuest of AR = R-k
are plotted against each other. The correlation coefficient for
these data was calculated as

, = ~ (R(E)-~(E) )(R(F)<(F))

(n-l)u(E)u(F)

where
R(X) = count rate for series X measurement.
R(X) = count rate for series X average.
a(X) = standard deviation for X in Figure 10b.
n = number of points in Figure 10b.

The resulting p = 0.3 indicates that a weak correlation did exist.
Probably drifts in detector efficiency due to temperature-humidity
effects, detector voltage setting, etc. are contributing to the
overall correlation. Later measurements in this series addressed
some of these effects, suggesting that p can be kept small so that
the uncorrelated statistical counting error will dominate.
Correlated errors can also be reduced by daily normalization
corrections using a known standard U308 sample.

In Figure 10c, the sample-to-sample precision of purported
identical (M,f)-cases for E and F series measurements are
appraised. Here A = R(E)-R(F) are compared. Agreement between A
and 0.0 is good, b ing distributed within 2uAz0.5% of the
measurement error.??. Thus, nonoticeab~e additiona~ error was
exhibited for sample preparation effects such as weighings, can
geometry consistency, etc.

t Values measured within a few hours of each other

?+
“A ‘~’ ;~;;;eZTpZ$Z;Zn (6).
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J The accuracy was investigated by assuming that systematic
errors are given by deviations from a smooth fit to the R vs f plot
for the well-studied M = 6.000 Kg data.t The statistical average of-,
the 14 or 15 measurements for each point has a statistical error of
<0.3%. Deviations beyond this are systematic in part. As shown in
Figure 11, such deviations are <l%, and the average RNS deviation is
0.6%.

The above examination of precision and accuracy suggests what
may be feasible under optimal measurement conditions. The overall
precision and accuracy demonstrated by the present work is not
considered optional, but was estimated by examining the average
deviation in Co (equivalently R) for each M or f, as shown in
Table IV. These average deviations, DCO f o (DCO), are used to
estimate accuracy with the DCO values and precision with the
U(DCO) values. The DCO, which are averages of Co deviations
from equation (5), should be 0.0% if systematic errors are absent.

The DCO values are from -0.9% to +0.9%, and have a RMS
average of 0.60%. The U(DCO) values range from 0.5% to 2.0%,
with an RMS average of 1.3% (corresponding to 95% confidence level
of 2.5%).

In sum, it is seen that all measurements of R are consistent
with having a systematic error of wO.6%, and that statistical
errors can be reduced well below 1% with suitable counting times
and good measurement conditions.

The reliability for m measurements must be deduced from the
precision and accuracy of the R measurements. Assuming that
reliable accuracy can be afforded with a good set of calibration
standards, the above discussion implies that, under good measure-
ment conditions, the limiting error will be governed by the counting
statistics. The discussion that follows will apply to the 2000 sec .
counts used in this study.

The statistical precision for R measurements is summarized in
the US vs R plot of Figure 12. Here, the counting error us is
relatively insensitive to true coincidence rate R, because R is
the difference in two large count rates - the “trues plus randomstr

* The M = 6.000 Kg data above yield Co = 154.6, per fit to
equation (5).
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minus “randoms” . By setting ~ = s, we predict the standard
deviation m in the 235u mea~urement as

*

(7)

where the error M in the total U308 is small. A more
convenient representation of equation (7), is

-a a(fM) R
am. aR R = aR ‘R = aF/a f

-Or-

~=

m h (8)

By differentiating equation (5) for aR/af, we obtain

(9)

The em/m results are plotted against m in Figure 13. A quick
appraisal of equation (8) shows that the % errors ~m/m and UR/R
are not too different, since faR/af = R from equation (9) and
Figure 4.+ This provides a useful guide for appraising the count-
ing statistics required for a given 235u measurement.

Figure 13 indicates that measurements for m>l.O Kg can be made
to precision of 1% with 2000 sec counts, but the error increases
rapidly for smaller m. The results also indicate that measurements
for a large sample are preferable to summing the measurements of
smaller components of this sample, as the accuracy and counting
times are more favorable. (In effect, each component contributes
its own random-coincidence background, so that the

t A detailed analysis using equation (9) shows 0.67R < f ~ < R.
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background correction error is laraer.) This contrasts with
the typicai low-background nuclear statistical error, where either
approach yields essentially the same error.? Theoretical

. correlations for the statistical errors have been developed.6

v. AWCC Measurements on Test Samples

A. UIOR Powder Samples

A test U308 sample in a #10 can was weighed
(M = 10.225 Kg) and counted in the AWCC (R = 730.3k3.4/sec =
average of four 2000 sec counts) . Using equation (5), values of
f = 0.333+0.002 and m = 3.406+0.023 Kg were calculated, where the
errors correspond to the counting error above.

Mass spectroscopy measurements for the same sample
indicate m=3.347t0.021 Kg, which differs from the AWCC value by
1.7t0.9%, which is consistent with the deviations shown in Table IV.
Thus, the AWCC and mass spec values agree to within 20 = 1.8%.

The above result implies that equation (5), which is
used to calculate m, is not accurate enough to assure m determi-
nations accurate to ml% with 95% confidence level. However, it
appears that improved techniques, usin a combination of measure-
ments and Monte Carlo calculations, 5,1?’ can provide better
calibration curves, as well as reducing the number of calibration
measurements required.

B. New Brunswick Test Samples

Results for the NBL samples are given in Appendix
Table A.5. The 2000 sec measurements of each the 0.0 gm and
125.35 gm 235u samples yielded -8?4 gm and 140t7 gm, where the
errors are us. (The corresponding UT were respectively t14 gm
and t20 gin.) These results were calculated using equation (5) .
Although agreement is reasonable with respect to as and UT, the
associated %-error is >10%, which is not surprising in view of the

* Assuming we get N?~counts for a sample in time t, we break
the sample into n smaller samples and obtain Nit~
counts for the ith sample in time t. The total count for all
n samples is the~
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error projected in Figure 13. On the other hand, the above agree-
ment is better than that reported earlier for these measure-
ments,14 prior to the development of equation (5).

c. 300-Area Scrap Samples

The AWCC measurements for the 300-Area scrap samples
are summarized in Appendix Table A.6. Each sample was measured
with four 2000 sec counts. The 235U content was then
determined using equation (5). The AWCC values for the two heavier
samples agreed to m2% of the known 235U content, but the AWCC
values for the four lighter samples were all low by 20-40%.

It is questionable whether the data were reliable for
the four lighter samples, as ul’ for each was considerably larger
than U5, suggesting unstable operating conditions. Some of the
measurements for each of these samples were taken on the same date;
however, a calibration measurement on this date reproduced the
count rate obtained earlier for a 6.00 Kg sample. Because each
sample was not moved during the four 2000 sec counts, the uT
should not have been dramatically larger than the us.

The questionable low count rates may have resulted in
high voltage breakdown in the detectors. Thus, assuming that the
largest 2000 sec count rate for each sample may have been more
representative, the results were recalculated, as shown in Table
A.6. The agreement was within 15% for all cases except one (which
disagreed by 26%), but all values were still low. It may be.that
geometrical distribution effects of the 235U in the sample are
being noticed. A future reexamination of these or similar samples
is needed to completely resolve these discrepancies.+

VI. Conclusions

These studies demonstrate a feasibility for using the
AWCC to measure 235u (m > 1 Kg) in U308 to an accuracy of
~l%r provided that stable measurement conditions are maintained and
that calibration curves defined by equation (3) have been
established for the AWCC counting geometry used. This performance
may be accomplished with several 2000 sec counts of a sample;
however, good temperature, humidity, and electrical conditions
should be assured by calibration tests with a standard sample of
U308.

* Unfortunately, the AWCC had been scheduled for return to
LASL before. these discrepancies were fully appreciated.
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,!. The performance was not as good for the New Brunswick
standards and the 300-Area scrap samPles.13-16 In these
cases, with 235U < 1 Kg, a 2000 sec count yielded signifi-
cantly worse accuracy. For example, a 400 gm sample would be
measured with a 1- precision of only 3%, and a counting time of at
least 18,000 sec or 5 hrs would be required to “improve the
precision to 1%. For smaller samples, the situation is even more
severe. Also, for nonuniform samples, the shielding effects can
cause systematic errors, which were not examined in this work.
Thus, the described method is not strongly recommended for measuring
samples with 500 gm, or samples with known non-uniformities in
shielding. On the other hand, the method has been modified to work
better for low 235U samples, by removing the Cd shielding to
improve the thermal neutron fission rate. 217 However, any
effects due to non-uniformities would be increased with the more
absorbant thermal neutrons. Overall, the method works best for
large samples of 235U, both in terms of accuracy and counting
times .
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TABLE 1.

$
~

COUNT RATE R FOR U208 MEASUREWENTSa

I

.

235U
‘mass ‘3°8

f=weight fraction of

“ (Kg) .3285 .4106 .4940 .5777 .6464

12.0 848.9 953.6 1116.3 1257.1 1348.2

10.0 703.0 815.3 929.2 1036.5 1141.3

8.0 570.8 671.1 765.5 852.1 903.1

6.0 455.8 524.0 600.3 675.5 726.0

4.0 325.8 373.3 433.2 460.3 512.9

2.0 174.8 203.5 239.8 271.1 287.2

R values in counts/secb

\
i,

a) Detailed studies, using AWCC geometry of Figure 3.

b) R measured using 22000 sec count time. See Appendix
Tables A.3 and A.4 for details.

I

—.
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TASLE II. R/Mf FOR UqOR MEASUREMENTS

235U
‘mass ‘3°8

f=weight fraction of

(Kg) .3285 .4106 .4940 .5777 .6464 z

12.0 215.3 193.5 188.3 181.3 173.8 190.4

10.0 214.0 198.6 188.1 179.4 176.6 191.3

8.0 217.2 204.3 193.7 184.4 174.6 194.8

6.0 231.3 212.7 202.5 194.9 187.2 205.6

4.0 247.9 227.3 219.2 199.2 198.4 218.3

2.0 266.1 247.8 242.7 234.6 222.2 242.6

C(M,f) = R/Mf, in count/sec-Kga C(M,~ ;

c/sec-Kgb ~

G 232.0 214.0 205.8 195.7 188.8 (

~,f), in C/seC-Kgc
1

a) Calculated from resulta in Table I I

b) Plotted vs M in Figure 8

c) Plotted vs f in Figure 9

.3
.

.-
.
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TABLE III. Co FOR UIOR Measurements

235U
‘mass ‘3°8

f = weight fraction of

(Kg) .3285 .4106 .4940 .5777 .6464

12.0 154.8 149.5 154.1 155.3 153.3

10.0 152.1 151.6 152.2 151.9 153.9

8.0 151.2 152.8 153.5 152.9 149.1

6.0 155.2 153.4 154.7 155.8 154.1

4.0 156.0 153.7 157.1 149.3 153.1

2.0 150.2 150.3 156.0 157.8 153.9

co, in C/see-Kg E. = 153.3 * 0.4

a) Co calculated with equation (5b), using C(M,f) from Table II.

!
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TABLE IV. (Cn-~0) FOR UIOR Measurements

235U
‘=mass ‘3°8

f=weight fraction of

(Kg) .3285 .4106 .4940 .5777 .6464 z

12.0 1.0 -2.5 0.5 1.3 -0.0 -().l~lo4 :

10.0 -0.8 -1.1 -0.7 -0.9 0.4 -o.6fo.5 ~
1

8.0 -1.4 -0.3 0.2 -0.2 -2.7 -(3.9*1.1 ,,

6.0 1.2 0.0 0.9 1.6 0.5 ().8+().6i

4.0 1.8 0.3 2.5 -2.6 -0.1 o.4~1.8

2.0 -2.0 -1.9 1.8 2.9 0.4 0.2*2.(),

Co - Co, in %
DCO ~

“iu(DC )!
i 13.0*1.4 -0.gfo.g 13.9fo.9 0.4il.8 -o.3il.l ‘o:’!

a) Co-do in % of do, using data of Table III. Note: these
deviations are the same as R-R(fit), where R(fit) is given by
equation (5).
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TABLE V . STATISTICAL ANALYSIS FOR 6 Kgm U~Oa MEASUREMENTSa

,,

f Series E(Sec
-1, ~b

d
o 1%) p(<l%)c p(<2%) p(<3%)

— — —

0.3285 E 454.95 8 0.64 0.88 1.00 1.00
F 456.63 7 0.78 0.80 0.99 1.00

E&F 455.7 15 0.71 0.84 1.00 1.00 I

1
I

0.4106 E 524.09 8 0.79 0.79 0.99 1.00
F 523.98 0.60 0.90 1.00 1.00

E&F 524.0 1; 0.69 0.85 1.00 1.00

0.4940 E 600.19 7 0.43 0.98 1.00
600.35

1.00
F 0.64 0.88 1.00 1.00

E&F 600.3 li 0.52 0.94 1.00 1.00
i

0.5777 E 676.42 7 0.95 0.71
674.61

0.96 1.00
F 7 0.83 0.77 0.98 1.00

E&F 675.5 14 0.87 0.75 0.97 1.00

o.5777d E 677.01 5 0.50 0.95 1.00 1.00
F 676.36 5 0.61 0.90 1.00 1.00

E&F 676.7 10 0.53 0.93 1.00 1.00

0.6464 E 728.07 0.36 0.99
F 723.91

1.00
;

1.00
0.62 0.89 1.00 1.00

EhF 726.0 16 0.58 0.92 1.00 1.00

o.6464d E 728.07 7 0.36 0.99 1.00 1.00
F 725.24 7 0.30 1.00 1.00

E&F 726.7
1.00

14 0.37 0.99 1.00 1.00

a) Refer to Appendix Table A.4 for detailed da:a.
b) n=number of measurements used to calculate R and aT. (See equation (5).)
c) p(s) is probability that a single measurement will be within * s of true value, ‘I

where !

s

E x*/2uT

‘(’) ‘+r -E ‘-
dx

d) Suspicious measurements ed.

.
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APPENDIX . AWCC DATA

are Dresented for the convenience
‘:,
1? Data taken in these studies
* of other AWCC researchers. A guide f~r using these tables is

presented below:

All Data Tables

o R is given in counts per sec statistical counting
error 0s.

o Count times for R measurements are given as n x ti,
where n individual count intervals of duration ti
are sumed for the total count time.

Tables A.1 and A.2

o Data from Scoping Studies

Table A.3

0 Data

o f = Wt 235U/Wt U308

from Detailed studies

Table A.4

o Data for extensive 6.0 Kg sample tests

0 f=wt

o Series

E
}

F

E+F

E,F

235u/Wt u3013

refer to one of two “identical” 6.0 Kg samples

denotes two different samples

R, etc. based on both E and F

~ estimated as [R(E) + }(F)l/2

o Date refers to time of measurement
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0 Analysis insert boxes

average R

counting error

counting error

of R

of R

measured standard deviation

measured standard deviation

for R

for R

A= (~ +;T)F - (~ *;T)E

Tables A.5 and A.6

o Data for New Brunswick Samples/Scrap Samples-300 Area

o Sample mass is used as M in analyses
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TABLE A.1 SCOPING STUDIES-#10 CANS (SEALED-NO POLYURETHANE LID)

235U Enrichment

%

93

93

93

93

93

93

93

93

U308

Kg

6.995

7.370

7.608

8.347

8.834

8.954

9.210

9.368

235U

Kg

5.493

5.807

5.982

6.570

6.741

7.040

7.268

7.372

R

c/s

959.0 f2.7

101O.9*4.6

1038.9 *6.6

1134.7? 4.8

1195.5?4.8

1230.4t4.8

1242.9*4.9

1265.4*4.9

Count Time

nxtir sec

6x500

2x500

2x500

2x500

2x500

2x500

2x500

2x500
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TABLE A.2 SCOPING STUDIES - OSC CANS

235U Enrichment

%

38.87

42.34

42.36

42.54

47.45

47.45

75.20

75.47

75.50

75.51

75.94

75.94

75.94

76.54

76.54

76.54

U308

Kg

9.085

3.265

5.772

4.498

1.744

5.980

2.970

1.359

4.753

4.285

2.503

4.995

5.219

1.690

5.104

5.766

235U

Kg

2.982

1.167

2.065

1.619

0.699

2.414

1.855

0.851

2.976

2.684

1.596

3.185

3.328

1.092

3.298

3.726

R—

c/s

629.3* 3.3

281.8t2.4

448.li2.8

366.7*1.9

180.6i2.3

517.4*3.1

385.1*2.6

211.4*1.7

565.4?3.2

532.4?3.1

339.9*2.5

597.4*3.3

620.li3.3

256.2*3.4

613.1t4.1

678.5i3.O

Count Time

nxti, sec

3x500

4X500

4X500

8x500

4X500

3X500

4X500

8x500

3X500

3X500

4X500

3X500

3X500

2x500

2x500

4X500



t ,,>
,

‘3°8

Kg

2.000

2.000

2.000

2.000

2.000

3.999

4.000

4.003

4.000

4.000

5.998

5.999

6.000

6.000

6.000

J ~,

TABLE A.3 DETAILED STUDIES-#10 CANS (WITH POLYURETHANE LID)

235U

Kg

0.657

0.821

0.988

1.155

1.292

1.314

1.642

1.976

2.311

2.585

1.971

2.463

2.964

3.464

3.877

f

#

0.3285

0.4106

0.4940

0.5777

0.6464

0.3285

0.4106

0.4940

0.5777

0.6464

0.3285

0.4106

0.4940

0.5777

0.6464

—

235
U Enrichment

%

38.89

48.61

58.65

68.71

76.54

38.89

48.61

58.65

68.71

76.54

38.89

48.61

58.65

68.71

76.54

R—

c/s

174.822.8

203.5f2.O

239.8*2.8

271.1*2.9

287.2%2.9

325.8*2.4

373.3*2.5

433.2t3.O

460.3k3.O

512.9*3.1

455.8f0.8

524.0?0.8

600.3*0.9

675.5*0.9

726.OtO.8

Count Time

nxti,sec

4X500

8x500

4X500

4X500

4X500

8x500

4X500

4X500

4x500

4X500

manya

manya

manya

manya

manya

,i

s.

.’
.

$

,

i,,,

a) See Table A.4 for details



TABLE A.3 (CONT’D)

‘3°8

Kg

7.998

7.998

8.003

7.999

8.000

10.000

10.000

10.003

10.000

10.000

12.000

12.000

12.003

12.000

12.000

12.000

235U

Kg

2.628

3.284

3.940

4.621

5.170

3.285

4.106

4.942

5.777

6.462

3.942

4.927

5.929

6.933

7.754

f

#

0.3285

0.4106

0.4940

0.5777

0.6464

0.3285

0.4106

0.4940

0.5777

0.6464

0.3285

0.4106

0.4940

0.5777

0.3285

0.0173 0.0014

235U Enrichment

%

38.89

48.61

58.65

68.71

76.54

38.89

48.61

58.65

68.71

76.54

38.89

48.61

58.65

68.71

76.54

0.17

R—

c/s

570.8+2.0

671.1*3.3

765.5?3.3

852.1*3.4

903.1*3.4

703.0+3.3

815.3*3.4

929.2k2.4

1036.5i3.5

1141.3*3.6

848.9k3.4

953.6+2.5

1116.3*3.6

1257.1+3.7

1348.2f3.7

20.4+1.8

*. J

Count Time

nxti,s~c

11X500

4X500

4X500

4X500

4X500

4X500

4X500

8x500

4X500

4X500

4X500

8x500

4X500

4X500

4X500

8x500

I

i!

‘l-

. .
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TABLE A.4

*

EKTENSIVE TESTS WITH 6 Kg SAMPLES

235
U Enrich.

235U Series
% i Kg

38.89 0.3285 1.971

ANALYSIS

Series ~
‘JS _%3

E

~

454.95 3.13 1.:1 2.92 1.03
456.63 3.13 1.19 3.58 1.35

E[F 455.7 3.13 0.81 3.25 0.84
~ 455.8

A = (~ i ~T)F - (~ f ~T)E

= 1.68i 1.69
1

48.61 0.4106 2.463

ANALYSIS I
cries R ‘S ‘S ‘T ‘T—— _ I

E 524.09 3.18 1.12 4.15 1.46
F 523.98 3.18 1.20 3.17 1.20

E&F 524.0 3.18 0.82 3.59 0.93

t

E
E
E
E
E
E
E
E
F
F
F
F
F
F
F

E
E
E
E
E
E
E
E
F
F
F
F
F
F
F

454.5 *3.1
455.6~3.l
453.7? 3.1
458.1 *3.1
450.0* 3.1
452.4i3.l
456.7*3.2
458.6?3.2
461.5*3.l
457.6*3.l
460.2f3.l
453.2*3.l
455.6*3.1
457.0*3.2
451.4i3.2

530.2i3.l
529.5i3.l
521.8*3.2
525.0*3.2
518.0*3.2
523.2*3.2
524.2*3.2
520.9*3.2
529.3*3.1
519.3*3.1
523.9*3.2
523.6*3.2
525.0*3.2
525.3*3.2
521.5*3.2

Count Time
nxti,sec

4X500
4X500
4X500
4X500
lx2000
1X2000
lx2000
1X2000
4X500
4X500
4x5 00
1X2000
1X2000
1X2000
1X2000

4X500
4X500
4X500
4X500
1X2000
1X2000
1X2000
1X2000
4X500
4X500
4X500
1X2000
1X2000
1X2000
1X2000

/
.i

5/8 ~
5/13 “
5/19 ~
5;20
6/4
6/4
6/1O
6/1O
5/8
5/13
5/19
6/4
6;4
6/10 :
6/10 ~

5/7 :
5/8
5/13 I
5/19
5/28
5/28
6/10 :
6/10 ~~
5/8 ~
5/13 ;,
5/19 {
6/2 i
6/2 ~
6/10
6/10 ;
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TABLE A.4 (CONTID)

235
U Enrich. f

235U
Series R—— —

% # Kg

75.54 0.6464 3.877

ANALYSIS

series R
‘S ‘S ‘T ‘T

E 728.07 3.36 1.27 2.61 0.99
F 723.91 3.36 1.12 4.47 1.49

E&F 725.7 3.36 0.84 4.23 1.06

E,F 726.0

A = -4.16 * 1.79

MINUS 6/9 F MEASUREMENT

E 728.07 3.36 1.27 2,61 0.99
F 725.24 3.36 1.18 2.14 0.75

E&F 726.6 3.36 0.87 2.72 0.70

E,F 726.7

A = -2.83* 1.3

L - - —--

E
E
E
E
E
E
E
F
F
F
F
F
F
F
F
F

c/s

731.0+3.3
731.1*3.3
727.4i3.3
724.6*3.4
729.6?3.4
725.2?3.4
727.6*3.4
713.3*3.3
723.5?3.4
723.7*3.3
727.2*3.3
722.4?3.3
727.6*3.4
726.7*3.4
723.5*3.4
727.4*3.4

Count Time

nxti,sec

4X500
4X500
4X500
1X2000
1X2000
1X2000
1X2000
4X500
4X500
4X500
4X500
4X500
1X2000
1X2000
1X2000
1X2000

,* ;$.

Date

mldJ81

5/7
5/13
5/19
6/3
6/3
6/10
6/10
5/7
5/13
5/14
5/18
5/19
6/3
6/3
6/9
6/9

i!

.i
,.

“v

I
(

,

1

1.

—



TABLE A.5

Sample Mass Count Rate,Ra

Kg c/s

0.950 -4.4*3.2 b

3.2*3,2
-9.8f3.2b

_3.7il.9b
*6.5

0.950 45.4*3.3
56.5*3.2
53.0+3.2

51.6*2.O
*5.7

1 .?

1:

“?

NEW BRUNSWICK SAMPLES

235,, 1,
w

Count Time Calc Known Calc-Known ~

nxti,sec Kg

1X2000
1X2000
1X2000

3x2000

1X2000
1X2000
1X2000

3x2000

-0.009+0.007
o.oo7to.oo7

-0.021t0.007

-0.008f0.004
+0.014

0.119*0.011
0.158+0.012
0.145+0.011

0.140*0.007
*0.020

a) First error is uS. If a second error exists, it is uT.

b) Negative count rate due to fluctuation about zero in
(seals + randoms) - (randoms) calculation.

Kg

0.0

0.12535
n
m

n

%

-5.1*8.7 ~
26.0t9.6 /
15.7*8.7

11.6*5.6 ;
*15.9



Sample Mass(Net)

Kg

5.998

2.542

2.284

2.998

3.246

2.894

1.358

2.998

3.246

2.894

1.358

TABLE A.6 5CRAp SAMPLES FROM 300-AREA
9. ..s

1: .P

a
Count Rate,R

c/a

529.1*2.8
?2.3

136.1*1.7
*5.2

120.2tl.7
*0.7

77.3il.8
*12.2

59.8*1.7
*18.2

63.5*1.6
*4.8

38.9*1.6
+12.9

gl.dij.sb

86.li3.3b

70.2i3.2b

dg.d~x.zb

Count Time

nxti,sec

5X500

4x2000

4x2000

4x2000

4x2000

4x2000

4x2000

1X2000

1X2000

1X2000

1X2000

c>.
..

, “’
7

235 “ r

Calc Known Calc–Known

Kg Kg %

2.502i0.016
*0.013

0.429*0.006
*0.022

0.369+0.007
*0.003

0.214+0.006
~o.039

0.162+0.005
+0.056

0.171*0.005
*0.1314

0.097*0.005
*0.038

2.463 1.6fo.7
*0.5

0.42196 1.7*1.4

*5.1

0.37542 _l.7*1.o ;

fo.4 ,

0.34139 -37.4*1.8
*11.4

0.28417 -43.0*1.8 “
+19.7 i

0.21774 -21.5+2.3
f6.4

0.14233 -32.2*3.5 ;
~26.7

0.260f0.012 0.34139 -25.8~3.6 ~

0.243*0.011 0.28417 -14.5*3.8 :’

O.192*O.O1O 0.21774 -11.8+4.6 ;

O.128*O.O1O 0.14233 -10.1*7.O ~

a) See footnote (a) in Table A.5

b) Most favorable measurements


